IOPSClence iopscience.iop.org

Home Search Collections Journals About Contactus My IOPscience

Asymptotic behavior of the mean square displacement of the Brownian parametric oscillator

near the singular point

This article has been downloaded from IOPscience. Please scroll down to see the full text article.
2009 J. Phys. A: Math. Theor. 42 165002
(http://iopscience.iop.org/1751-8121/42/16/165002)

View the table of contents for this issue, or go to the journal homepage for more

Download details:
IP Address: 171.66.16.153
The article was downloaded on 03/06/2010 at 07:36

Please note that terms and conditions apply.



http://iopscience.iop.org/page/terms
http://iopscience.iop.org/1751-8121/42/16
http://iopscience.iop.org/1751-8121
http://iopscience.iop.org/
http://iopscience.iop.org/search
http://iopscience.iop.org/collections
http://iopscience.iop.org/journals
http://iopscience.iop.org/page/aboutioppublishing
http://iopscience.iop.org/contact
http://iopscience.iop.org/myiopscience

TIOP PUBLISHING JOURNAL OF PHYSICS A: MATHEMATICAL AND THEORETICAL

J. Phys. A: Math. Theor. 42 (2009) 165002 (13pp) doi:10.1088/1751-8113/42/16/165002

Asymptotic behavior of the mean square displacement
of the Brownian parametric oscillator near the
singular point

Tohru Tashiro

Department of Physics, Ochanomizu University, 2-1-1 Ohtuka, Bunkyo, Tokyo 112-8610, Japan

Received 15 August 2008, in final form 1 March 2009
Published 25 March 2009
Online at stacks.iop.org/JPhysA/42/165002

Abstract

A parametric oscillator with damping driven by white noise is studied. The
mean square displacement (MSD) in the long-time limit is derived analytically
for the case that the static force vanishes, which was not treated in the past work
(Tashiro and Morita 2007 Physica A 377 401). The formula is asymptotic but
is applicable to a general periodic function. On the basis of this formula, some
periodic functions reducing MSD remarkably are proposed.

PACS number: 05.40.—a

1. Introduction

We shall deal with the Brownian motion described by the following Langevin equation, which
is the same one as in the previous work [1]:

X(@) + Bx (@) +[w+qd(O)]x () = f(2), (D

where x(¢) is a position of the Brownian particle at time ¢, 8 is a damping constant per unit
mass and f(¢) is a centered Gaussian-white noise with correlation function

(fOfE)) =2e8(t —1"). 2

¢ (t) is a periodic function of w whose maximum and minimum values are 1 as defined
in [1]. Even if the period is not r, we can obtain equation (1) again by introducing scaled
parameters. In the motion of a charged particle in a Paul trap with buffer gas near standard
temperature and pressure [2], which is accurately modeled by this Brownian motion, w and ¢
in equation (1) correspond to a dc and an ac voltage, respectively.
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It is reported in the previous paper [1] that for a general periodic function ¢ (), three
variances in the long-time limit under the condition (x (7)) = (v(t)) = 0',

o (t) = (x*(1)), 02 (1) = (V2 (1)) and ow(t) = (x(H)v(t)), 3)

can be obtained analytically by using series of ¢ as long as w > 0 holds. Moreover, it is
showed that as ¢ increases the mean square displacement (MSD) can be suppressed less than
that at ¢ = 0, i.e., MSD of a Brownian motion in a harmonic potential. We called this
phenomenon a classical fluctuation squeezing.

In the experiment with the Paul trap, a static force produced by a dc voltage balances with
gravity, which means that we should set w = 0 in equation (1). For this case with w = 0,
however, MSD in the long-time limit cannot be represented by a series of ¢ in [1],

o2 =_—+) aq", “4)

since the zeroth-order term diverges, which means that (w, g) = (0, 0) is a singular point
of MSD in the long-time limit. We can understand this from another point of view.
Equation (1) with w = g = 0 denotes a free Brownian motion. Therefore, MSD in the
long-time limit goes to oo because of a well-known relation, o,2(¢) o ¢. In short, the theory
about MSD in the previous paper is right only for the case with w > 0 and cannot be used at
w = 0. Thus a new method is desired in order to solve the system with w = 0.

In this paper we will investigate the asymptotic behavior of MSD in the long-time limit
near the singular point w = g = 0 for general periodic functions, which is not taken up in
the previous work. Of course, investigations for this case have been done for Mathieu’s case
of ¢(t) = 2sin2¢ [2, 3], but there is no study dealing with the system with general periodic
functions as far as we know. In fact, we will show that MSD for other periodic functions can
be smaller than that for Mathieu’s case. This result will reveal a significance of employing
other periodic functions in experiments using the Paul trap with a buffer gas.

2. Periodicity of variances in the long-time limit

Here, we shall examine the periodicity of variances in the long-time limit which is a very
important property when investigating the asymptotic behavior of MSD. Of course, the
periodicity is clear in the previous paper [1], but the proof is valid as long as w > 0 holds.
The proof on this section remains true even if w < 0.

Three variances fulfil the following differential equation:

d
EX(I)=—[W+Q‘I>(I)]X(I)+K, &)
with
0. (1) 0 0 -2
Xt)=|o,0) |, W=|0 28 2w,
va(f) w —1 ﬂ
(6)
0 0 O 0
st =p()P=¢n |0 0 2 and K = |2¢
1 0 0 0
' As one can see, (x) and (v) are governed by the deterministic equations, d;(x) = (v) and ; (v) + B(v) + [w +

q¢()]{x) = 0. Thus, these conditions are equivalent to x = v = 0 at initial time. Even if the initial conditions are
not assumed, both (x) and (v) go to 0 in the long-time limit since we shall suppose that parameters which make this
damped parametric oscillator stable in the long-time limit are selected.

2



J. Phys. A: Math. Theor. 42 (2009) 165002 T Tashiro

(See appendix A.) For simplicity, we represent the coefficient matrix by A(r)
A(t)=—[W +q2()]. @)

It is well known that a solution of equation (5) can be obtained by using Green’s function
of the homogeneous equation like this

X () = G(t, t9) X (1p) +/ dnG(,n)K, (8)
where
G(t, tp) sl+/ dtlA(t1)+/ dII/IdtzA(tl)A(t2)+--- (t = 1) )

in which 1 is the 3 x 3 unit matrix.
One can easily confirm that G has the following properties,

Git+m,t'+7)=G(,1) t>=1), (10)

G, "G, ) =G, 1) t=t'>21) (11)
and

G, t) =G, 1) t>=1). (12)

Therefore, for a natural number N, we obtain

G(t,t —Nn)=G(t,t —n)G(t —7m,t —2n) x ---x Gt — (N — Dm,t — Nm)

=G, t —n)V
={G(t —n,0)G(r,0)G(t — 7,0 }N
=Gt —m,0G, ONG( — 7,07 . (13)

Now, we examine variances in the long-time limit which are obtained by setting
tp = t — Nm in equation (8) and then letting N go to co. If the absolute values of all
eigenvalues of G(r, 0) are lower than 1 which is equivalent to the homogeneous solution
being stable in the long-time limit, the first term of equation (8) vanishes in such a limit
because of equation (13). We can find that the second term is also finite only if the eigenvalues
fulfil the same condition as follows:

t N_l t—nm
/ dnG(t, 1)K = Z/ dnG(t, 1)K
t—Nm n=0

t—(n+l)m
N—1 .
= Z/ At G, t —nm)K
n=0 Y17
N-1 ;
= G(t,t—n)”/ dnG@t, 1)K
n=0 t—m

— {1-G(@, 1t — n)}*/ dnG@, n)K (N — 00).  (14)

In order that this sum of the matrix series converges, it is necessary that the absolute values of
all eigenvalues of G(¢, t — 7) must be lower than 1. By setting N = 1 in equation (13), one
can see that the eigenvalues of G (¢, t — w) and G (7, 0) are equal. If the absolute values of
all eigenvalues of G (ir, 0) are lower than 1, this necessary condition is satisfied.
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Then, variances in the long-time limit are given by
t
Xt)={1-G@t,t—mn)}"! / dnG(t,n)K. (15)
t—m
By setting ¢ +— ¢ + 7 in the above equation one can obtain
t+mw
Xt+n)={1—-G( +m, 1) / dn Gt +7, 1)K
1
t
:{I—G(t,t—n)}_l/ dy G+t +m)K = X (1), (16)
t—m

which means that variances have a periodicity of .

3. Asymptotic behavior of MSD

In the previous section, we showed three variances in the long-time limit by the use of G
like equation (15). This representation is useful for demonstrating their periodicity, but is not
practical when investigating the asymptotic behavior of MSD. Thus, we shall derive another

representation.
By vanishing o0,2(¢) and o, (¢) from equation (5) with w = 0, we can obtain
o2 (1) d%0,2(1) 5y do2 (1) do (1)
P +38 P +2{2q¢p () + B }T +2q {2;345(;) = }oxz(t) = 4e.

A7)
Since o,2(t) in the long-time limit is a periodic function of 7, we expand it in a Fourier series

o)=Y dye™ (dy =d_,"). (18)

n=—o0o
We also expand ¢ (¢) in a Fourier series
o0
$t)= Y cne™ (cn=cn"). (19)
m=—o0

By putting equations (18) and (19) into equation (17) and arranging it, we can obtain

> |:4in(,3 +in)(B +12n)d, +4q Y _{i(2n —m) + B} dn,,,c,,,] e — 4e. (20)

n

This equation can be expressed as

A,d, +4q Z {iCn —m) + B} cndy—m = 4€8,0 (n=0,£1,£2,...), 21)

where
A, =4in(B +in)(B +12n) (22)

and §; ; is the Kronecker symbol.
Let us represent equation (21) by a matrix formulation

(A+gB)d =K, (23)
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where

A= 0 0 0 0
0 0 A1 1
(24)
-1 0 1
B — 4B —12)cp 4(B —1i)c_ 4Bc_, R
N 4B — i) 4Bco 4B+ieoy - | o
4[36‘2 4(ﬂ + i)Cl 4(,3 + iZ)Co oo 1
d_; |-1 0 |-
d = dy 0 and I = J4de | o . (25)
dl 1 0 1
‘We number rows and columns of these matrices and vectors as shown at their sides.
For simplicity, we shall introduce a matrix D(g) given by
D(g) = A+¢gB. (26)
Hence, d can be solved like this
d=D(g) 'K. (27)
Furthermore we denote the determinant and the adjugate matrix of D(q) by A(g) and D(q),
respectively.

Here, let us estimate 0,2(¢) in the long-time limit by averaging over the period as past
studies [1-3]

_ 17 _
o2 = ;/ dro2 (1) = do(q) = 4€[D(q) oo (28)
0
By using the determinant and the adjugate matrix, the above equation becomes
4eD
o7 = 4€Do.o(q) (29)
Alg)

When g goes to 0, A(g) becomes 0 since all the elements of the zeroth row and the zeroth
column of D(0) are 0, which causes the divergence of MSD in the long-time limit. Of course,
in order to reach the conclusion it is necessary that Dy (0) # 0, but this becomes obvious
later.

We assume that the order of the singular point is n, so that we can expand &,z around
q = 0 as follows:
a_pn O _n+l

qn qn—l

+--taptogt---. (30)

02 =
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It is clear that the coefficient of ¢ ~" can be obtained by

n

. q A
o_, = 4e lim ——D, . 31
A 0,0(9) (3D

If the order is 1, by use of L Hospital’s rule in the above equation «_; becomes
Do,0(0) Aoo

- = 4e -~ ,

A(0) A(0)
in which the over-dot means the derivative with respect to g.

Note that A(0) is not 0 if ¢y 7 0. This can be understood in the following ways: As is
well known,

a_; =4e

(32)

A(g) = Ti[D(q)D(g)] = Tr[D(q)Bl, (33)
which leads to

A0) = Tr[DO)B] = TrLABl = Y Ay B, (34)

m,n

where A is the adjugate matrix of .A. From equation (24), one can confirm that all the elements
of the zeroth row and the zeroth column of A are 0. Therefore, the adjugate matrix has only
one nonzero element Ao,o[:ﬁo,o(O)], 1.€.,

~'Ztn,m = AO,O(SH,O(Sm,O' (35)
Substituting this into equation (34), we obtain
A0) = Ay, 0Boo = 4BcoAo. (36)
From the above equation, we can get
€
= 37
ay By (37)

If ¢y > 0, 0,2 is positive for small g. On the other hand, if ¢y < 0, 0,2 becomes negative,
which cannot be understood physically. This contradiction implies that the area where w = 0
and ¢ is small belongs to an unstable region, which is made up of parameters which make
this system unstable in the long-time limit. Thus, o2 cannot be defined. As an example, we
have shown stable and unstable regions of the system where ¢ (¢) is a square wave in the past
paper [5]. From figure 2(c) in [5] corresponding to the case with ¢y < 0, one can see that an
unstable region includes a line w = 0 within small g.

If ¢ = 0, @_; diverges to co. Thus, the order of the singular point is more than 2. If we
assume that the order is 2, «_, can be derived as

oy =8e——. (38)

In this derivation, we have used L’Hospital’s rule. By differentiating equation (33) with
respect to ¢ and setting g = 0, one can obtain

A@©) = Tr[f)(O)B]. (39)
The elements of ’]f?(O) can be calculated as follows:
Ao.0Bo.m
, —T S (m £ 0)
— S (1 0),
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(See appendix B.) It does not matter that ﬁo,o(O) is not determined by the above equation,
since By,o = 0. Then, equation (39) with the above results becomes

AQO) =Y Dy (0B

> Do (OBuo+ Y Duo(O)Bos

m##0 n#0

n Bo.m B, Bn.oBo.n A Bo.m B,
B M vl B ey e
m#£0 mn n#0 n m=#0 mn

Moreover, from equation (24) it is easily confirmed that the elements of the zeroth row and
the zeroth column of B are

Bo.m = 4(B +im)c_y, and By.o =48 +im)cy,. 42)
By inserting these representations into equation (41), A(0) becomes
" 4(B +im)|cy |* Blem|?
A0 -2 =16 , 43
0= AOO% im(B +1i2m) A°°Zﬁ2+4m2 “43)
which yields
Wy = (44)

ZOO 2Blenl? "

m=1 B2+4m?

This means that the order with the case ¢y = 0 is 2.
We can reach the following results:

€ 1 1 1
/3 2\6 |2 _2 + 0(‘1 ) (C() = 0)

o= | o i ¢ (45)
e 11 0

Note that the order of the s1ngular point depends on whether ¢y is O or not.
For Mathieu’s case of ¢ (t) = cos 2t where |c;, |2 = 0jm|,1/4, equation (45) becomes

€2(B*+4)
B4
This result corresponds to the past works [2, 3] by setting g —> 2q.

By these results, we can know the asymptotic behavior of MSD in the long-time limit
with a general periodic function. These expressions including only one term are useful for

finding a periodic function which reduces MSD. By comparing the coefficient of g or g2, we
can find such a periodic function more smoothly than calculating MSD haphazardly.

+0(q"). (46)

xz =

4. Periodic functions reducing MSD

Let us find a periodic function which makes MSD in the long-time limit smaller than that for
Mathieu’s case of ¢ (t) = cos 2t in the following two cases: ¢y = 0 and ¢y > 0. We set its
unit € /8 when showing MSD.

Here, we review how w, ¢ and ¢ (¢) are determined which is explained in [1]. w expresses
the middle value between the maximum and the minimum of an arbitrary periodic function
with period 7. g denotes the interval between the maximum and w (between the minimum

7
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s 50

G

° 40 cos 2t
R

Q

= 20

g 10

51 0 square wave

o 1 2 3 4 5
B

Figure 1. Comparison of the coefficients of ¢ ~2 between a square wave (black curve) and cosine
(dark curve). The coefficients are plotted as functions of S.

and w). Then, this periodic function is expressed as w + g¢ (). Therefore, the period and
the amplitude of ¢ (¢) must be & and 1, respectively. Needless to say, cos 2t satisfies these
conditions. We will compare MSD for Mathieu’s case with that for a periodic function
satisfying them.

4.1. Periodic function with co = 0

We propose a square wave

1 if —1 <
(1) = o= b
<

—1 if (n—%)rr

1< (-3

<
(n=0,%£1,%£2,...) “n
t <nm,

as a periodic function whose ¢y is equal to 0. The square of the absolute value of coefficients
is
2{1 - (=D"}
2 _
|© = 7 . (48)
With this |c,|?, the coefficient of g2 is derived as
1 _ B3
Yoo 2P 7B —4tanh(wB/4)"

m=1 Blrdm?

|cn

(49)

This coefficient of ¢ =2 is smaller than that of Mathieu’s case. We plot two coefficients in

figure 1, from which one can see that the coefficient of a square wave is about half that of
Mathieu’s case. Therefore, we can presume that MSD for a square wave must be smaller than
that for Mathieu’s case.

In figure 2, 5,2 at B = 1 for a square wave and Mathieu’s case are shown. The circles
are numerical solutions for Mathieu’s case. The solid curve is a solution for a square wave,
which we can derive analytically [5]. The two dashed lines mean asymptotic solutions,
equation (45), for each case. As one can see, both asymptotic solutions correspond to the
numerical and the analytical solution at a region where ¢ is small, which guarantees that the
result in the previous section is valid.

As we presumed, MSD for a square wave is smaller. However, the two minimum values
seem to be close from this figure. From numerical computations, it turns out that the minimum
for a square wave is 5.15 atg = 1.50 and that for Mathieu’s case is 5.25 at g = 1.90. Therefore,
the minimum is also smaller. In figure 3, we show the minimum value of &2, which we denote
by E and ¢* which minimizes o,z at several values of . The same symbol refers to the same

8
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log G

5
4
3
2
1

square wave

2 -15 -1 -05 0 0.5
log ¢

Figure 2. 5.2 at B = 1 as a function of g. The circles denote Mathieu’s case (cos 2¢) derived by
solving equation (5) numerically. The solid curve means the analytical solution for a square wave.
The two dashed lines are asymptotic solutions (equation (45)) for each case.

0.8 cos 2t
0.7 |p=05% ’y
*% . e,
|b 0.6 a W\
205 .
04| Squarewave ‘vel
0.3 B=5.0
0 02 04 06 08 1

log g*

Figure 3. 07*2 which represents a minimum value of o> versus ¢* which minimizes 2. Gray
and black symbols represent values for Mathieu’s case (cos 2¢) and a square wave, reactively. The
same symbol refers to the same . As the symbol changes from the upper left to the lower right in
this figure, B gets larger from 0.5 to 5.0 in steps of 0.5.

B. From the upper left to the lower right in this figure, 8 increases from 0.5 to 5.0 in steps of
0.5. For this range of 8, the minimum values for a square wave are always lower than those
for Mathieu’s case. By setting log g = 0.4, however, 0,2 for Mathieu’s case can be lower than
that for a square wave as seen in figure 2, which arises from the fact that the range of ¢ which
makes this system stable for a square wave is narrower than for Mathieu’s case.

4.2. Periodic function with ¢y > 0

We define a periodic function with ¢y > 0 in the first interval from O to 7 as follows: first,
we form the positive part of this periodic function at 0 < ¢ < Tj from ¢ (¢/T;) where T} < 7
and 1 (¢) is a non-negative function defined in 0 < ¢ < 1 whose maximum value is 1. Next,
we form the negative part at 77 < ¢t < & from —¢ ((t — T1)/T») with T, = & — T;. Then
we join these two parts together, so that we can get the periodic function in the interval like
this: v (@/TH){1—-0@¢ —-T)} —v((t —T))/T)O — T1)(0 < t < m) in which O(¢) is
the Heaviside’s step function. Moreover, the m-periodic function fulfilling the conditions
mentioned at the beginning of this section is completed by connecting this segment repeatedly.

9
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40

]l\

Tq\m ﬁ‘
0 L/ 27[','2‘
2

i
2

-1

Figure 4. An asymmetric cosine function ¢ (7). The time intervals where ¢ is positive (77) and ¢
is negative (73) are not equal.

Using the periodic function defined in this way, we derive

1 n 1 n T] — T2 1 2T1 — 7T 1
= [ - o [T =22 [Cawn =2 [avo.
7 Jo T Jo T 0 T 0
(50

Here, we introduce the ratio of the time intervals of the two parts, y = T,/ T;, denoting the
asymmetry of this periodic function. Then, ¢y becomes

7 /ldrw(w 51)
co = ,
0 1+ Y Jo
because 7} = —. Since ¢p must be positive, it is necessary that 0 < y < 1. From this

Ly . o
equation, we can find that as y decreases with fixing ¥ (¢), which indicates that the asymmetry

becomes extreme, ¢y becomes larger, which means that MSD becomes reduced because of
equation (45). Therefore, we can reach a conclusion that the asymmetry suppresses the
fluctuation of position for the case w = 0 as well as the case w > 0 reported in [1].

As an example of such a periodic function we show an asymmetric cosine function ¢ (¢)
(see figure 4) which can be obtained by setting ¥ (#) = sin¢ and inserting the negative part
into the positive part divided equally. Of course, this procedure does not affect the above
discussion. Thus, we can get

21—y

== . (52)
T l+y

Moreover, we find
o T (1 +e 2Ty, B (1 +e2Tyy T,
" 72 — 4n2T? 72 — 4n2y2T1}

} (n==%1,42,..). (53)

Figure 5 shows 0,2 at § = 1 as a function of g. The triangles and the boxes represent
numerical solutions for an asymmetric cosine at y = 0.1 and y = 0.5, respectively. The
circles represent numerical solutions for Mathieu’s case. Dashed lines represent asymptotic
solutions described by equation (45) for each case which coincide with numerical solutions at
small g. Since the orders of the singular point are different between the two cases, these lines
are crossing.

For small g, the difference between MSD for an asymmetric cosine and for Mathieu’s case
is extreme. MSD at y = 0.1 is smaller than that at y = 0.5, which can be easily understood

10
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5 96’s\@e/cos2t
4 e@s@
t;x 3 %eg G aty=0.5
=1
C—%O ’ 3%2 Bg &&&&&&
A
1 Rt ag a8
o G@aty=0.1 R

2 -15 -1 -05 0 0.5
log ¢

Figure 5. o2 as a function of g at 8 = 1. The triangles and the boxes represent values derived
from equation (5) numerically for an asymmetric cosine ¢ (z) at y = 0.1 and y = 0.5, respectively.
The circles represent Mathieu’s case (cos 2¢). Dashed lines are asymptotic solutions described by
equation (45) for each case.

as follows: from equation (52), ¢y decreases monotonically as y increases. The coefficient of
g~ is proportional to 1/cy, and so MSD increases when y increases. For small g, the ratio of
MSD at y = 0.1 to at y = 0.5 is about 40.7%. The minimum value of MSD for Mathieu’s
case is larger than that for y = 0.1 and y = 0.5. Even if y gets bigger, the large-and-small
relation does not change: from numerical calculations, it is clarified that although y varies up
to 0.9 the minimum for an asymmetric cosine does not become more than that for Mathieu’s
case at the range of 8 from 0.1 to 5.0.

5. Concluding remarks

In this paper, we considered analytically the Brownian parametric oscillator described by
equation (1) especially by setting w = 0 which is not treated in [1] and the following points
are made clear: (1) it is proved that the period of the variances becomes the same as that of
¢ (¢) in the long-time limit. (2) Asymptotic behavior is derived as equation (45), which are
the main results of this paper and are applicable to general periodic functions. (3) A square
wave and an asymmetric cosine are proposed as periodic functions with ¢p = 0 and ¢y > O,
respectively, which make MSD smaller than that for Mathieu’s case.

One of the main results, 5,2 = €/(Bcog) + O(¢"), can be obtained more easily from
another point of view: if g is very small, the motion can be separated into a ‘fast’ part whose
period is 7 and a ‘slow’ part which hardly changes during the period [6]. By taking the time
average of the total motion, the fast part vanishes. The effective potential which induces the
slow part is written as [7]

1 4 = leml?
— +_
2 (qc" 2 > m2

m=1

) X0, (54)

where x(¢) denotes the slow part of the motion. Hence this slow part is a Brownian motion in
the harmonic potential and its MSD in the long-time limit can be calculated like

(55)

=| ™

1
2 2
q el
qco+ 5 Zmzl p

11
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whose first term (proportional to ¢~!) is compatible with our result. On the other hand,
equation (55) with ¢y = 0 does not correspond to our result’. If we assume that 8 is small,
however, they become equal. Therefore, it is the achievement of this paper that the asymptotic
solution for ¢y = 0 can be acquired precisely.

Our results indicate that MSD can be reduced more remarkably than ever in experiments
where this Brownian motion can be observed, e.g., experiments using the Paul trap with a
buffer gas [2]. The author hopes that this result will be beneficial in such experiments.
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Appendix A. Differential equation governing three variances

The derivatives of three variances shown in equation (3) are
(0,2(1)) 204, (1)
a (02(0)) | = 2{v(r)o(1)) . (A.1)
(0% (1)) 0,2(1) + (x(1)0(1))
From equation (1), we can obtain
(V1) = —B1)?) — [w+gPO]xOVE)) + (V) £ (1)) (A.2)
and
(x(0)(1)) = —Bx@Ov(1)) — [w+gd (O x (D)) + (x(t) f (1)) (A.3)
(v(®) f()) and (x(¢) f(¢)) are derived by use of Novikov’s theorem [4] which states that a
functional of Gaussian noise g[ f(¢)] satisfies
Sglf (t)]>

(LFOIf (1) = fo d'(ff (’/)>< SF(t) [z

where 8g[ f (¢)]1/3f (¢') indicates the functional derivative of g[ f (¢)] with respect to f(¢').

Because of
x(t) = x(0) +/ dt'v(t)) (A.4)
0
and
v(r) = v(0) +/ dt'{—=px(t") — [w+qdpE)x() + ()}, (A.5)
0
we get
8x(t) Su) _
S 0 and SF 1 (A.6)
which yield
(x@)f@)=0 and (v@) f(1) = €. (A7)
Therefore equation (A.1) becomes
(x(0)?) 0 0 2 (x()?) 0
P wn? | = 0 =28 2[w+q¢@)] (w®)?) |+ 2e
(x(@v@)) —[w+gp@®] 1 -B (x(H)v()) 0
(A.8)

2 If we sum up all higher order terms which are not derived in [7], the two results may agree.
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Appendix B. Derivation of ﬁn,m(O)

As is well known, D(g) and D(q) satisfy the following relation:
D(@)D(@) = D)D) = AQE, (B.1)

where F is the infinite unit matrix. By differentiating this relation with respect to g and setting
q = 0, one can obtain

DO0)A = —AB (B.2)
and
AD(0) = —-BA. (B.3)

In this derivation, we have used A(0) = 0.
The elements of the nth row and the mth column of both hand sides of equation (B.2) are

> Dui(0) Ay = AnDy i (0) (B.4)
]

and

- ZAn,lBl,m =- Z A0,081,081,0B1.m = —A0,0Bo.mbn.0- (B.5)

] ]

Keeping Ap = 0 in mind, we can derive

P Ao.0Bo.m

Dyn(0) = =80 (m #0). (B.6)
Similarly, from equation (B.3) we can also derive

A A Bn

Dun(0) = =208, (0 #0). (B.7)
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